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A b s t r a c t .  We present three new wsualizatzon front-ends 
that aid navigatwn through the set of documents returned 
by a search engine (hit documents). We cluster the hzt 
documents to visually group these documents and label the 
groups with related words. The different front-ends cater 
for different user needs, but all can browse cluster infor- 
mation as well as drilling up or down in one or more 
clusters and refining the search using one or more of the 
suggested related keywords. 

documents, ie, when the query is refined to "computer 
hardware", a new set of related words emerges; for details 
see [9]. The obtained clusters based on this representation 
have proven to be meaningful in experiments with a large 
database of TREC human relevance judgements [12]. 

The recent decade has seen much interest in informa- 
tion visualization, see eg [7, 4, 11, 5, 1, 2]. In the following 
we suggest three new paradigms in information visualiza- 
tion displaying clusters of documents. 

Introduction 
Broad one or two-word searches in conventional search en- 
gines are often plagued by low precision returning thou- 
sands of hit documents as their output. A common prob- 
lem with this is that users have to wade through much 
non-relevant material before finding relevant documents. 
A large set of search results could be narrowed by query 
refinement which means augmenting the query with ad- 
ditional search terms after the initial search. This is in 
fact another interesting and well-known recent advance 
of AltaVista, called Live Topics. This feature is useful in 
narrowing down a search; however, the search result is still 
shown as a long list of pages to browse through. In our 
opinion, the strategy should be to shift the user's mental 
load from these slower thought-intensive processes such 
as reading to faster perceptual processes such as pattern 
recognition in a visual display. The ranked-list metaphor, 
though simple, is too restrictive: with large volumes of 
data displayed on multiple pages we find ourselves search- 
ing all over again! Furthermore, in conventional search en- 
gines the documents are ultimately ranked with the aim 
to order them according to relevance to the user. This 
appears to be overly ambitious as even advanced ranking 
algorithms cannot know whether the user prefers docu- 
ments about "hardware" or "software" when the query 
simply was "computer". 

We suggest clustering the hit documents and make use 
of the obtained groups with interactive displays. We have 
overcome the curse of dimensionality by representing each 
hit document with a small vector that Is a histogram of re- 
lated terms such as "software", "UNIX", "IBM", "users" 
for the query "computer". We compute these related 
terms dynamically at query time from the subset of hit 

Permission to make digital or hard copies of all or pert of this work for 
personal or classroom use is granted without fee provided that 
copies are not made or distributed for profit or commercial advan- 
tage and that  copies bear this notice and the full citation on the first page. 
To copy otherwise, to repubhsh, to post on servers or to 
redistribute to lists, requires prior specific permission and/or a fee. 
SIGIR 2000 7•00 Athens, Greece 
© 2000 ACM 1-58113-226-3100/0007... $5.00 

1 Sammon Cluster V i e w  
In this paradigm, we use Sammon mapping [8] to con- 
vert the high-dimensional cluster centroid vectors to two 
dimensions, while trying to preserve the distance among 
the clusters. These 2-dim cluster vectors will ultimately 
be mapped onto the interface, thereby providing a visual 
landscape for navigation. Clustering cannot be performed 
in advance on the collection as a whole, as the features 
that encode a document are the related words which de- 
pend on the query (indeed, clustering should not be per- 
formed in advance, as the hit documents returned by a 
query should ultimately determine how these documents 
are best projected). It is to be noted that  bringing higher 
dimensionality down to lower dimensionality for display- 
ing is a trade-off between precision and cost. Lower di- 
mensionality means somewhat rougher representations of 
document relationships but  cheaper access and manipula- 
tion, the latter of which is more important  here. 

Each cluster is represented by a circle on the screen, 
see Figure 1. The size and color shade indicate the size of 
the cluster. Color is not used in the moment and left for 
custom implementations. The distance between any two 
circles in the panel represents the similarity of their re- 
spective clusters: the nearer the clusters, the more likely 
the documents contained therein will be of similar context 
thereby enabling the user to rapidly find all similar doc- 
uments. It is not uncommon for a session to move across 
the spectrum from browsing to searching. Indeed, each 
new piece of information seems to give new ideas and di- 
rections to follow, and consequently, a conceptualization 
of the query [3]. For either purpose, it was deemed useful 
to provide a tooltzp box which contains additional informa- 
tion about each cluster (such as the top-five related words 
of this particular cluster and the number of documents) 
and which appears when the mouse cursor is positioned 
over a cluster. Also, operations such as select, droll up and 
drill down can be executed for this particular cluster or 
selection of clusters. 

Keyword refinements are possible within clusters or 
across a selection of clusters. When browsing through the 
clusters and identifying £n interesting cluster, the user will 
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Figure  1: S a m m o n  cluster  v iew 

probably want to see the document titles and descriptions 
contained in that  cluster. As this should be a quick ac- 
tion, simply clicking on a cluster will display in the bot tom 
panel a list of the document titles, descriptions and URLs. 
Similarly, a user might want to see at the same time the 
list of document titles and descriptions for more than one 
cluster. As this will be done after some thought and selec- 
tion of relevant clusters, this option is in the tooltip box, 
and upon clicking on dzsplay selectwn this information 
will be displayed in the bot tom panel. 

2 T r e e - m a p  f o c u s + c o n t e x t  a p p r o a c h  
The" navigator mainly consists of three panes: a cluster- 
ing view, a related-words table and a document display. 
When a user types a string to search, the navigator will vi- 
sualize the clustering result into different rectangles based 
on an idea found in [10]. Each rectangle contains a set of 
documents, see Figure 2. Similar clusters axe grouped into 
a category, which is represented by a bounded box. Each 
bounded box has some labels, normally the top ranked 
related-words among the underlying clusters. The two 
levels of clusters axe brought about by cutting the initial 
dendrogram of our buckshot clustering at two similarity 
levels. 

A tool-tip box is displayed when a user puts the mouse 
over a candidate cluster. It briefly describes the clus- 
ter, such as the hit-document rate and some top ranked 
related-words. Moreover, users can inspect all the re- 
lated words within the cluster by clicking the left mouse- 
button. A table contains those related-words and their 
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F igure  2: T r e e - m a p  f o c u s + c o n t e x t  app roach  

hit-document frequency will be displayed on the right- 
hand side. A small triangle is marked on the upper right 
corner of the rectangle so as to users can easily identify 
which cluster the table is referring to. Users can check the 
relevant related-words in the table and the navigator will 
retrieve documents that  axe similar to those pointecl out 
by them. The novel feature of the navigator is that  users 
can drill down on a selected cluster by clicking the right 
mouse-button. All document references within the cluster 
will be sent back to the back-end to redo the clustering; 
the current rectangles will scatter to the edge and a new 
clustering map will then display. Each frame implies the 
clustering map has been drilled down in one level. Users 
can restore the previous view by clicking the back button. 

3 R a d v i z  i n t e r a c t i v e  v i s u a l i z a t i o n  

This Is work based on ideas found in [6], where the related 
words axe initially arranged on a circle and connected 
with an invisible spring to each document they appear 
in. The documents axe thus placed at an equilibrium be- 
tween their related words and the centre of the circle, see 
Figure 3. Hence, we make direct use of the related-word 
hit-document matrix without explicit clustering. 

Moving the mouse over an x-cross representing a doc- 
ument shows a bubble that  displays basic information 
about the document (in our preliminary implementation 
just the document name); at the same t ime the related 
words that  appear in the document are highlighted. Mov- 
ing the mouse over a related word highlights all docu- 
ments that  use this related word. Upon clicking on the 
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Figure  3: Radviz  in teract ive  visual izat ion 

related word, it can be dragged freely over the screen and 
the corresponding highlighted documents follow the move- 
ment. In this way, groups of interesting documents can 
be formed interactively by the user. Pull down menus let 
the user chose the number of related words to work with 
or let the user manually generate the subset of related 
words to look at. Another, automatic way of seeding the 
related words on the circle is clustering them using the 
columns of the word document matrix (note that docu- 
ment clustering is done using the rows of this matrix). 
Dimensionality reduction for these column vectors could 
be achieved by restricting the representation of a related 
word to the best-ranked k, say 30, documents returned by 
the search engine. In this way, "mumps," "measles," and 
"rubella" are made neighbors on the initial circle and a 
clustering of the documents on the screen follows more or 
less naturally from the seeding of the related words. 

C o n c l u s i o n s  

Our work has contributed to the visualization and brows- 
ing of the set of document returned by a search engine 
in a number of ways. 0) In earlier work, we identified 
relevant features of this document set, the related words; 
these are used for dimensionality reduction & improved 
clustering, cluster labelling, query refinement and wsu- 
alization. 1) Using Sammon's algorithm we are able to 
create a setting with a holistic view giving primarily in- 
formation about a first-order cluster structure and inter- 
cluster relations. The main purpose is to quickly weed out 
irrelevant clusters and drill down m one or more relevant 
clusters. 2) Using the tree-map algorithm, we are able to 
display second-order cluster structure at one glance. Ap- 
phcations include learning about the fine-structure and 
nature of queried object as coded in the actual use of the 
related words in the document repomtory - ideal for a user 
knowing not much about the subject. 3) A related words 

clustering with the Radviz visualization gives rise to an- 
other novel document clustering approach, one where the 
user can control the building of groups by interactively 
moving the related words around. We feel that  this inter- 
face is particularly useful for an experimental, user-driven 
approach to form clusters and to get a suitable ranking 
by interactively moving the related words around on the 
screen. 
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