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ABSTRACT
We investigate a meta-model approach, called Meta-learning
Using Document Feature characteristics (MUDOF), for the
task of automatic textual document categorization. It em-
ploys a meta-learning phase using document feature char-
acteristics. Document feature characteristics, derived from
the training document set, capture some inherent category-
speci�c properties of a particular category. Di�erent from
existing categorization methods, MUDOF can automatically
recommend a suitable algorithm for each category based on
the category-speci�c statistical characteristics. Hence, dif-
ferent algorithms may be employed for di�erent categories.
Experiments have been conducted on a real-world docu-
ment collection demonstrating the e�ectiveness of our ap-
proach. The results con�rm that our meta-model approach
can exploit the advantage of its component algorithms, and
demonstrate a better performance than existing algorithms.
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1. INTRODUCTION
Textual document categorization aims to assign a number

of appropriate categories to a document. The goal of auto-
matic text categorization is to learn a classi�cation scheme
from training examples. Once a classi�cation scheme is
learned, it can be used to categorize documents automati-
cally. Automatic categorization has many applications such
as document routing, document management, or document
dissemination.
There has been some research conducted for automatic

text categorization. Apte et al. [1] adopted a decision tree
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learning technique to learn a classi�er. Yang and Chute
[20] proposed a statistical approach known as Linear Least
Squares Fit (LLSF) which estimates the likelihood of the as-
sociations between document terms and categories via a lin-
ear parametric model. Lewis et al. [12] explored linear clas-
si�ers for the text categorization problem. Cohen and Singer
[3] developed the sleeping experts algorithm which is based
on a multiplicative weight update technique. Yang [17] de-
veloped an algorithm known as ExpNet which derives from
the k-nearest neighbor technique. ExpNet achieves good
categorization performance on large document corpora such
as the Reuters collection and the OHSUMED collection [22].
Recently, Yang et al. [19] also employed a modi�ed KNN
text categorization method for event tracking. Lam and Ho
[10] proposed the generalized instance set approach for text
categorization. Joachims [8], as well as, Yang and Liu [21]
recently compared support vector machines with KNN. Du-
mais et al. [4] compared support vector machines, decision
trees and Bayesian approaches on the Reuters collection. All
the above approaches developed a single paradigm to solve
the categorization problem.
In machine learning community, several methods on multi-

strategy learning or combination of classi�ers have been pro-
posed. Chan and Stolfo [2] presented their evaluation of sim-
ple voting and meta-learning on partitioned data, through
inductive learning. Ting and Witten [15] demonstrated the
e�ectiveness of stacked generalization for combining di�er-
ent types of learning algorithms. By combining a high-level
model with low-level models, a better predictive accuracy
was found. Kumar et al. [9] proposed a hierarchical multi-
classi�er system to perform hyperspectral data analysis. Ho
[5] analyzed the complexity of classi�cation problems using
decision trees and nearest neighbour, and showed that de-
pendences of classi�ers' behaviour on data characteristics
exist. All these multi-strategy techniques have not been
tested on text categorization. Recently, several meta-model
methods have been proposed for text domains. Yang et al.
[18] proposed the Best Overall Results Generator (BORG)
system which combined classi�cation methods linearly, us-
ing simple equal weight for each classi�er in the Topic De-
tection and Tracking (TDT) domain. Classi�cation methods
employed in BORG are Rocchio, kNN and Language Mod-
eling. Larkey et al. [11] reported improved performance,
by using new query formulation and weighting methods, in
the context of text categorization by combining three clas-
si�ers, namely KNN, relevance feedback and Bayesian inde-
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pendence classi�ers. Instead of applying method combina-
tion on text categorization, Hull at al. [6] examined various
combination strategies in the context of document �ltering.
Learning algorithms included Rocchio, nearest neighbor, lin-
ear discriminant analysis and neural net.
The approaches mentioned above combine several classi-

�ers, which are learned independently from di�erent clas-
si�cation algorithms. Boosting method, one of the meta-
learning strategies proposed recently, however, combines clas-
si�ers, called the weak hypotheses, which are sequentially
learned by the same learning method, called the weak learner.
At each iteration of a boosting method, a weak hypotheses
is learned by taking into account how the weak hypotheses,
that are learned in the previous iterations, perform on the
training documents. After a speci�c number of iterations, a
�nal hypothesis is obtained by a linear combination of all the
weak hypotheses. The �nal hypothesis is then used to clas-
sify the unseen documents. Based on the boosting method,
Schapire and Singer [13] proposed a new family of boosting
algorithms for text and speech categorization. Sebastiani et
al. [14] recently proposed an improved boosting algorithm
based on AdaBoost for text categorization by generating a
set of, rather than only one single, weak hypotheses at each
iteration of the boosting process. Iyer et al. [7] investigated
the behavior of RankBoost on di�erent ranking functions for
the weak hypotheses in the context of document routing.
Most existing meta-model approaches for text categoriza-

tion are based on linear combination of several basic al-
gorithms. The linear combination approach makes use of
limited knowledge in the training document set. To ad-
dress this limitation, we propose a meta-model approach,
called Meta-learning Using Document Feature characteris-
tics (MUDOF), which employs a meta-learning phase using
document feature characteristics. Document feature char-
acteristics, derived from the training document set, capture
some inherent category-speci�c properties of a particular
category. This approach aims at recommending a suitable
algorithm automatically for each category. Hence, di�erent
algorithms may be employed for di�erent categories. Specif-
ically, the relationship between the document feature char-
acteristics and the predicted classi�cation error is learned
by using the technique of multivariate regression analysis.
Based on the relationship, it can make automatic recom-
mendation of algorithms for di�erent categories.
We have conducted extensive experiments on a real-world

document collection known as Reuters-21578. This collec-
tion contains news articles from Reuters in 1987. Each ar-
ticle is assigned to none or several pre-de�ned categories.
There are 90 categories used in our experiments. The re-
sults demonstrate that our new approach of meta-learning
model for text categorization shows better performance than
existing component algorithms.

2. AUTOMATIC TEXT CATEGORIZATION
BACKGROUND

Textual document categorization aims to assign none or
any number of appropriate categories to a document. The
goal of automatic text categorization is to construct a clas-
si�cation scheme, or called the classi�er, from a training set
containing sample documents and their corresponding cat-
egories. Since there are quite a number of categories and
a document can be assigned to more than one category,

we tackle the problem by decomposing it into individual
category level. Speci�cally, there is a classi�cation scheme
for each category. During the training phase, documents in
training set are used to learn a classi�cation scheme for each
category by using a learning algorithm. This learning pro-
cess is repeated, using training examples derived from the
training set for each category. Eventually, after completing
the whole training phase, each category will have a di�erent
learned classi�cation scheme.
After the training phase, the learned classi�cation scheme

for each category will be used to categorize unseen docu-
ments. Given a document to be categorized, a score can be
computed by the classi�cation scheme of a category, indi-
cating the degree of con�dence assigning that category to
the document. In particular, the document is assigned to
that category if the calculated score is greater than a cer-
tain threshold value, while a score smaller than the threshold
declines the assignment.
Similar calculation is performed on the classi�cation schemes

of other categories. By collecting the decisions made of all
the classi�cation schemes, a certain number of categories are
assigned to the document.
Instead of using only one algorithm, meta-model learning

involves more than one categorization algorithm. During the
training phase, each learning algorithm constructs its clas-
si�cation scheme for a given category as described above.
Under the meta-model approach, classi�cation schemes that
have been separately learned by di�erent algorithms for a
category, are combined together in a certain way, to yield one
single meta-model classi�cation scheme. Given a document
to be categorized, the meta-model classi�cation scheme can
be used for deciding the document membership for the cat-
egory. As a result, each meta-model classi�er for a category
is the combined contributions of all the involved algorithms.
OurMUDOF approach combines the evidence of predicted

classi�cation errors of di�erent algorithms by regression anal-
ysis on document feature characteristics.

3. META-LEARNING USING DOCUMENT
FEATURE CHARACTERISTICS (MUDOF)

3.1 Overview
While the improvements reported by most of the previ-

ous studies of di�erent approaches on text categorization
were based on several single overall performance scores cal-
culated by di�erent utility measures, however, performance
comparisons, on category-by-category basis, between di�er-
ent algorithms are seldom investigated. Our preliminary
results show that, though a particular algorithm may ob-
tain a better overall performance in di�erent single perfor-
mance scores, it is not guaranteed that its performance is
the best for particular categories, when compared with other
algorithms. This can be attributed to the fact that algo-
rithms perform di�erently for a certain category, which ex-
hibits speci�c nature or di�erent characteristics from other
remaining categories. Regarding this, we observe that if an
algorithm, of less capable in performance, for a particular
category, can be replaced by another better algorithm, a
better classi�cation performance can be further increased.
Motivated by such observation, we propose MUDOF, a

novel approach of the meta-learning framework for text cate-
gorization, based on multivariate regression analysis, by cap-
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turing category speci�c feature characteristics. In MUDOF,
there is a separate meta-learning phase using document fea-
ture characteristics. Document feature characteristics, de-
rived from the training set of a particular category, can
capture some inherent properties of that category. Di�er-
ent from existing categorization methods, instead of apply-
ing a single method for all categories during classi�cation,
this new meta-learning approach can automatically recom-
mend a suitable algorithm during training, from an algo-
rithm pool, for each category based on the category speci�c
statistical characteristics and multivariate regression analy-
sis. To achieve this task, we employ a learning approach by
learning the relationship between the feature characteristics
and the classi�cation errors by conducting multivariate re-
gression analysis for each algorithm on each category. The
learned relationship is expressed by sets of parameter esti-
mates, based on which, suitable classi�cation algorithms are
recommended for that category. Document feature charac-
teristics, on category basis, are statistics which can be re-
garded as the descriptive summary for each category. Nor-
malized document feature statistics are �tted into our meta-
model as independent variables. The problem of predicting
the expected classi�cation error of an algorithm for a cat-
egory, therefore, can be interpreted as a function of these
feature characteristics. ust improve

3.2 The MUDOF Algorithm
In MUDOF, we make use of categorical feature charac-

teristics and classi�cation errors. In particular, we wish
to predict the classi�cation error for a category based on
the feature characteristics. This is achieved by a learning
approach based on regression model, in which, the docu-
ment feature characteristics are the independent variables,
while the classi�cation error of an algorithm is the depen-
dent variable. Feature characteristics are derived from the
categories. We further divide the training collection into two
sets, namely the training set and the tuning set. Two sets
of feature characteristics are collected separately from these
two data sets. Statistics from the training set are for param-
eter estimations. Together with the estimated parameters,
the statistics from the tuning set are used for predicting the
classi�cation error of an algorithm for a category. The algo-
rithm with the minimum estimated classi�cation error for a
category will be recommended for that category during the
on-line classi�cation, or validation, phase.
Consider the ith category. Suppose we have several com-

ponent classi�cation algorithms. Let eij be the classi�cation
error of the training set on the jth algorithm. Classi�cation
errors will �rst undergo a logistic transformation to yield the
response variable, or the dependent variable, for the meta-
model. Precisely, the transformation is given in Equation 1.

yij = ln
eij

1 � eij
(1)

where yij is the response variable. This transformation en-
sures that the response variable is in the range of 0 and 1.
The response variable, yij is related to the feature charac-
teristics by the regression model, as shown in Equation 2.

yij = �0j +

pX
k=1

�kj � F k
i + �ij ; (2)

where F k
i is the kth feature characteristic in the ith cate-

gory. The number of document feature characteristics used

in the meta-model is p. �kj is the parameter estimate for
the kth feature, by using the algorithm j. �ij is assumed to
follow a Gaussian distribution N(0,var(�ij)). Based on the
regression model above, the outline of meta-model for text
categorization is given in Figure 1.
Step 1 to 9, in Figure 1, aims to estimate a set of betas

(b�kj ), the parameter est imates of the feature characteristics
in the regression model, for each individual algorithm. In
Step 2, an algorithm, with optimized parameter settings, is
picked from the algorithm pool. By repeating Step 3 to 7,
the algorithm is applied on training and tuning examples to
yield classi�cation errors of the classi�er for all categories.
Documents in tuning set, as shown in Step 5, are used for
obtaining the classi�cation performance, and so the classi�-
cation error, of a trained classi�er for each category. A set of
betas, belonging to the algorithm being considered, can be
obtained by �tting all classi�cation errors of the categories,
and their corresponding feature characteristics in the train-
ing set, into the regression model. After Step 9, there will
be j sets of estimated parameters, the betas, which are then
used for the subsequent steps.
The predictions on the classi�cation errors of the involved

algorithms are made from Step 10 to Step 16. In Step 12,
one algorithm with the same optimized parameter settings
as in Step 2, is picked from the algorithm pool. The cor-
responding set of betas of the selected algorithm, together
with the feature characteristics of a category in the tuning
set, will be �tted into the regression model, in Step 13, to
give the estimated classi�cation errors of the algorithm on
the category. Decisions, about which algorithm will be ap-
plied on the category, are based on the predicted minimum
classi�cation errors in Step 14. After Step 16, classi�cation
algorithms are recommended for categories, and the recom-
mended algorithm will be applied to each category during
the on-line classi�cation, or validation, step.
The robustness of the meta-model approach rests on its

fully automatic estimations. The whole process, from pa-
rameter estimation to recommending algorithms for cate-
gories, is fully automatic. The operation of our meta-model
approach is carried out as usual, except that di�erent algo-
rithms will be applied to the categories, instead of applying
a single algorithm on all categories as what is done in other
approaches.

3.3 Document Feature Characteristics
In MUDOF, eight document feature characteristics are

used in our regression model as independent variables:

1. PosTr : The number of positive training examples of
a category.

2. PosTu : The number of positive tuning examples of a
category.

3. AvgDocLen : The average document length of a cate-
gory. Document length refers to the number of indexed
terms within a document. The average is taken across
all the positive examples of a category.

4. AvgTermVal : The average term weight of documents
across a category. Average term weight is taken for
individual documents �rst. Then, the average is taken
across all the positive examples of a category.

5. AvgMaxTermVal : The average maximum term weight
of documents across a category. Maximum term weight
of individual documents are summed, and the average
is taken across all the positive examples of a category.
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Input: The training set TR and tuning set TU
An algorithm pool A and categories set C

1) Repeat
2) Pick one algorithm ALGj from A.
3) For each category Ci in C
4) Apply ALGj on TR for Ci to yield a classi�er CFij .
5) Apply CFij on TU for Ci to yield classi�cation error eij .
6) Take logistic transformation on eij to yield yij for later parameter estimation.
7) End For

8) Estimate b�kj (k=0,1,2,...,p) for ALGj by �tting yij and F k
i (in TR)

into the regression model.
9) Until no more algorithms in A.
10) For each category Ci in C
11) Repeat
12) Pick one algorithm ALGj from A.

13) Estimate the classi�cation error beij by �tting b�kj and corresponding F k
i (in TU)

into the regression model.
14) If beij is minimum, recommend ALGj for Ci as the output.
15) Until no more algorithms in A.
16) End For

Figure 1: The Meta-Model algorithm

6. AvgMinTermVal : The average minimum term weight
of documents across a category. Minimum term weight
of individual documents are summed, and the average
is taken across all the positive examples of a category.

7. AvgTermThre: The average number of terms above
a term weight threshold. The term weight threshold is
optimized and set globally. Based on the preset thresh-
old, the number of terms with term weight above the
threshold within a category are summed. The average
is then taken across all the positive examples of the
category.

8. AvgTopInfoGain : The average information gain of
the top m terms of a category. The information gain
of each individual term is calculated for each category
and ranked. The average is then taken across the top
m terms with highest information gain.

G(t) = �

mX
i=1

Pr(ci) log Pr(ci)+

Pr(t)
mX
i=1

Pr(cijt) log Pr(cijt) +

Pr(�t)
mX
i=1

Pr(cij�t) log Pr(cij�t) (3)

9. NumInfoGainThres: The number of terms above
an information gain threshold. The threshold is set
globally. Based on the preset threshold, the number
of terms with information gain above the threshold
within a category are counted.

Two sets of normalized feature characteristics are col-
lected separately from the training set and the tuning set.
As illustrated in Step 8 and Step 13 in Figure 1, the feature
characteristics from these two data sets serve di�erent pur-
poses in the meta-model: feature characteristics from train-
ing set are combined for parameter estimation, while feature

characteristics from tuning set are used for predicting classi-
�cation errors, base on which algorithms are recommended.

4. EXPERIMENTS AND EMPIRICAL RE-
SULTS

4.1 Experimental Setup
Extensive experiments have been conducted on the Reuters-

21578 corpus. 90 categories are used in our experiments.
We divided the 21,578 documents in the Reuters-21578 doc-
ument collection according to the "ModApte" split into one
training collection of 9603 documents, and one testing collec-
tion of 3299 documents 1. The remaining 8,676 documents
are not used in the experiments as the documents are not
classi�ed by human indexer. For those meta-models requir-
ing a tuning set, we further divided the training collection
into training set of 6000 documents and 3603 tuning docu-
ments. For each category, we used the training document
collection to learn a classi�cation scheme. The testing col-
lection is used for evaluating the classi�cation performance.
All documents are pre-processed and converted into inter-

nal representation before conducting the experiments. The
major steps involve stop-word removal, stemming and cal-
culating term weights of all the stemmed words by tf � idf
for each document vector.
Six component classi�cation algorithms have been used in

our meta-model approaches. They are Rocchio, WH, KNN,
SVM, GISR and GISW, with optimized parameter settings.
These are six recent algorithms, each of which exhibits cer-
tain distinctive nature: Rocchio and WH are linear classi-

1Other studies may re�ne the Reuters-21578 corpus by fur-
ther eliminating those documents that do not belong to
those 90 categories, resulting in 7,769 training documents
and 3,019 testing documents.
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Algorithms ABE MUDOF+(%) MBE MUDOF+(%)

MUDOF 0.656 - 0.857 -
RO 0.578 13.495 0.776 10.438
WH 0.649 1.079 0.820 4.512
KNN 0.607 8.072 0.802 6.858
SVM 0.640 2.500 0.841 1.902
GISR 0.625 4.960 0.830 3.253
GISW 0.655 0.153 0.845 1.420

Table 1: Classi�cation improvement by meta-
model approach over component algorithms based
on macro-recall and precision break-even point as
well as micro-recall and precision break-even point
measures over 90 categories.

�ers, KNN is an instance-based learning algorithm, SVM
is based on Structural Risk Minimization Principle [16] and
both GISR and GISW [10] are based on generalized instance
approach. All eight document feature characteristics men-
tioned in Section 3.3 were adopted in MUDOF. m is chosen
as 15 for the AvgTopInfoGain feature characteristic.
To measure the performance, we use both micro-averaged

recall and precision break-even point measure (MBE) [12], as
well as the macro-averaged recall and precision break-even
point measure (ABE). In micro-averaged recall and precision
break-even point measure, the total number of false positive,
false negative, true positive, and true negative are computed
across all categories. These totals are used to compute the
micro-recall and micro-precision. Then we use the interpola-
tion to �nd the break-even point. In macro-averaged recall
and precision break-even point measure, break-even point
for individual category is calculated �rst, and the simple
average of all those break-even points is taken across all the
categories to obtain the �nal score.

4.2 Empirical Results
We �rst conducted extensive experiments for each compo-

nent algorithm in order to search for the best parameters set-
ting. Then we conducted experiments for MUDOF. Table 1
shows the classi�cation performance improvement, based on
the macro-recall and precision break-even point measure as
well as the micro-recall and precision break-even point mea-
sure, obtained by our MUDOF approach. The �rst row
depicts the performance of MUDOF. It demonstrates some
improvement over component algorithms.
Table 2 shows the parameter estimates for the document

feature characteristics of di�erent component algorithms in
MUDOF approach. Based on these parameter estimates and
the corresponding feature characteristics, on category basis,
the estimated classi�cation errors of di�erent algorithms on
the categories can be obtained. It should be noted that, a
negative parameter estimate will contribute to a smaller es-
timated classi�cation error for an algorithm on a category.
As a result, a feature characteristic with a large negative pa-
rameter estimate, will make itself a more distinctive feature
in voting for the algorithm than others.
Besides comparing the performance of the MUDOF ap-

proach over individual component algorithms, we set up the
ideal combination of algorithms as another benchmark for
our MUDOF approach. The ideal combination of algorithms
is set up manually and is composed of the best algorithms,

which are the most appropriate algorithms that MUDOF
should recommend for each category accordingly. Our re-
sults, show that the meta-model can identify the ideal algo-
rithms for 59 categories out of the total 90 categories.
Since the ideal combination consists of the most appro-

priate algorithm for each category, it sets an upper bound
for the amount of improvement that can be made under our
meta-model. Table 3 shows the comparison of performances,
under di�erent aspects of measures, between MUDOF and
the ideal combination (IDEAL). Based on the utility mea-
sures as shown in the table, we will look into how much im-
provement the meta-model MUDOF (M+(%)) has achieved
within the improvement bound (I+(%)) set by the ideal
combination in Table 4.
In Table 4, among all other algorithms, the classi�cation

improvement made by either MUDOF (M+(%)) or the ideal
combination (I+(%)) over Rocchio is the largest, more than
10% on average, in all aspects. Improvement made by the
meta-model over KNN is also signi�cant, it is more than 5%
in all aspects. Our meta-model can even make improvement
for less frequent categories over the robust SVM.
Table 4 also reveals that the improvement made by meta-

model over individual component algorithms is quite im-
pressive, when considering the improvement bound set by
the ideal combination (I+(%)). Improvement achieved by
MUDOF within the improvement bound of the ideal combi-
nation (M + =I + (%)) is also presented in the table. When
compared with Rocchio and KNN, the meta-model has at-
tained more than 50% of the improvement bound for all as-
pects. As for All 90 MBE, the meta-model can also achieve
more than 50% of the improvement bound for all component
algorithms except SVM and GISW, and it is more than 80%
when compared with Rocchio.

5. CONCLUSIONS
We have investigated a meta-model approach for the task

of automatic textual document categorization. Our meta-
model approach, called Meta-learning Using Document Fea-
ture characteristics (MUDOF), employs a meta-learning phase
using document feature characteristics. Di�erent from ex-
isting categorization methods, MUDOF can automatically
recommend a suitable algorithm for each category based on
the category-speci�c statistical characteristics. Moreover,
MUDOF allows exible additions or replacement of di�er-
ent classi�cation algorithms, resulting in the improved over-
all classi�cation performance. Extensive experiments have
been conducted on the Reuters-21578 corpus. The results
con�rm that our meta-model approach can exploit the ad-
vantage of its component algorithms. Besides, our meta-
model approach exhibits advantages over other component
algorithms by demonstrating a better classi�cation perfor-
mance.
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