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ABSTRACT 

This paper presents work in progress on our approach to visual- 
izing multi-dimensional and hierarchical information. We propose 
two new graphical user interfaces, the Magic Eye View (MEV) 
and ShapeVis to explore information spaces. In order to cope with 
large information sets we combine MEV and ShapeVis with dy- 
namic hierarchical clustering of information units. 

The Magic Eye View, which implements a new Focus+Context 
technique, is used as the interface for visualizing those hierar- 
chies. In order to support detailed exploration of the information 
space (e.g. analysis of certain cluster nodes or hierarchy levels) a 
new technique for visualizing multidimensional information is 
used. ShapeVis provides 2D or 3D representations of the infor- 
mation objects according to the selected subset of the information 
space. Objects are represented as small closed free-form-surfaces. 
The location, size and shape of these surfaces describe the original 
objects in the information space uniquely according to their prop- 
erties. 
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1. INTRODUCTION 
Visual exploration of complex information spaces has become one 
of the "hot topics" in scientific visualization. Over the last few 
years many techniques have been developed for visualizing differ- 
ent types of information. Among these are techniques for visual- 
izing and interacting with hierarchies like Cone Trees [6] or Disc 
Trees [8] which use horizontal and vertical cones or discs to lay- 
out the hierarchies. 
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FSN [15] and Information Pyramids [1] exploit the metaphor of 
3D information landscapes to depict large hierarchies. Other ap- 
proaches such as Treemaps [9] and Cheops [4] are well known 2D 
techniques which use available screen space very effectively. 

Several techniques have been developed for visualizing multi- 
dimensional information. These methods try to map correlations 
of objects in a higher dimensional information space to spatial 
correlations in a (2D or 3D) presentation space. Among these are 
approaches like KOAN [12], VR-VIBE [5] and Narcissus [7] 
which exploit spring models to place objects according to their 
similarities, whereby similar objects are placed spatially close 
together. 

Despite many existing techniques, exploring information collec- 
tions becomes increasingly difficult as the volume of information 
grows. Major problems arise due to the limited screen space and 
the applicability of existing techniques to only one particular class 
of information. 

Thus the analysis of heterogeneous information spaces requires 
the combination of different visualization techniques with a suit- 
able preprocessing of information quantities. One of the objec- 
tives of preprocessing is to extract relevant subsets in order to 
reduce the active data size to processible levels. With respect to 
this, hierarchies provide a valuable mechanism for organizing 
data, even if the given data set is not a "natural" hierarchy. The 
calculation and visualization of those structured abstractions helps 
to reveal patterns and structures in the data. 

In this paper we will present our approach to visualizing multi- 
dimensional and hierarchical information. We propose the hierar- 
chical clustering of a multidimensional information space so as to 
gain an overview of large volumes of quantitative continuous 
data. We describe a visualization system which uses a combina- 
tion of hierarchy presentation in conjunction with a new Fo- 
cus+Context technique and multi-dimensional visualization of 
particular subsets of those hierarchies for exploring multi- 
dimensional information at arbitrary levels of detail. 

2. DYNAMIC HIERARCHY COMPUTA- 
TION 
The dynamic hierarchy computation is one possible method to 
achieve predictable representations of given data. If an ab- 
straction is used to organize unstructured data, it is important to 



remember that users may have different requirements when 
merging objects into groups. It might be sufficient, for instance, to 
merge all birds into a single group. However, a more detailed 
analysis may require further distinctions between singing birds, 
birds of prey or water birds. Thus we do not compute a fixed 
number of static groups. Instead, a nested sequence of groups is 
determined and organized into a hierarchy, whereby the re- 
quirements according to the homogeneity I of those groups in- 
crease as the hierarchy is descended. 

In order to support the analysis of data at arbitrary levels of detail 
the computation of the hierarchy can be controlled interactively. 
An overview is provided by calculating hierarchies with only a 
few levels. These hierarchies can be refined for further investiga- 
tions in order to reveal more subtle patterns and to identify 
smaller sub-clusters in the data. 

The hierarchy computation is carried out by adapted ag- 
glomerative hierarchical clustering algorithms, whereby objects 
are merged into groups according to their similarities in the in- 
formation space. We use the Euclidean distance for determining 
object similarities. This measure is easy to handle from a theoreti- 
cal point of view, and - at least in some domains - also provides 
sufficient quality for practical purposes [2]. 

It's our objective to generate dynamic hierarchies under different 
aspects from the same information set. Therefore, we need a basis 
which can be used effectively for the dynamic refinement of the 
hierarchy. This basis is provided by a binary dendrogram (cf. 
Figure 1). 
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Figure 1: Construction of a Hierarchy with 3 levels based on the 
binary dendrogram 

The binary dendrogram (cf. Figure 1) is build up based on the 
calculated object similarities by using one of the hierarchical 
clustering algorithms Single Linkage, Complete Linkage or Ward 
[3][10]. The values at the dendrogram nodes (cf. Figure 1) denote 
standardized heterogeneity values of the belonging groups. 

In order to control the hierarchy computation the number of de- 
sired levels, and a heterogeneity threshold for each level, can be 
specified interactively. In a second pas the hierarchy is derived 
from the binary dendrogram according to these parameters by the 
following algorithm: 

1) Create the root node of the final hierarchy tree (RHT) ac- 
cording to the dendrograms root node (RD). 

2) Test if the heterogeneity of RD's children (max. 2) are less 
then the first (current) element in the heterogeneity list. 

l Homogeneity denotes the average similarity between objects of 
an object set. 

2.1) If not, proceed with the node's children at step 2. 
2.2) If yes, i.e. the heterogeneity of a child node in the binary 

dendrogram is less than the current value in the list, insert 
this node into the final hierarchy. The belonging den- 
drogram's node's position of the inserted node is stored. 

3) All new inserted nodes form new sub-trees within the final 
hierarchy. Execute step 1-2 for all those stored nodes with the 
next value in the heterogeneity list. 

4) Iterate step 1-3 until the heterogeneity list is processed com- 
pletely. 

The final hierarchy tree contains information objects at its leaves. 
The remaining nodes represent clusters of multidimensional in- 
formation objects which fulfil the specified heterogeneity condi- 
tions. Figure 2 and 3 illustrate the dynamic refinement of the 
computed hierarchy. We started from an overview in figure 2 with 
3 levels. As the number of levels is increased to 6 the marked 
cluster in Figure 2 is split up into smaller sub-clusters in Figure 3. 
Thus a stepwise exploration at arbitrary levels of detail is sup- 
ported. 

Figure 2: Overview with 3 hierarchy levels 

Figure 3: Hierarchy refinementwith 6 levels 
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Figure 5: Complex hierarchy graph with Po at the origin 
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Figure 6: Hierarchy graph with enlarged focus region 

3. HIERARCHY VISUALIZATION 
Visualizing the computed hierarchies becomes complicated as the 
number of levels and nodes increases. Standard 2-d hierarchy 
browsers can typically display about 100 nodes [11]. Exceeding 
this number makes perceiving details difficult. Zooming and pan- 
ning do not provide a satisfying solution to this drawback due to 
loss of context information. In order to solve these problems sev- 
eral Focus+Context techniques have been developed, e.g. Graphi- 
cal Fisheye Views [14] or the Hyperbolic Browser [11] which 
exploit distortion to enlarge a focus area while preserving context 
information. 

In order to achieve an additional degree of freedom for focussing 
arbitrary areas of the hierarchy graph, we implemented the new 
Focus+Context technique Magic Eye View. Our approach maps a 
hierarchy graph onto the surface of a hemisphere. We then apply a 
projection in order to change the focus area interactively by mov- 
ing the center of projection. 

3.1 Graph mapping onto the hemisphere 
Laying out the hierarchy tree is done with a simple 2-d algorithm 
which is similar to the algorithm of Reingold and Tilford [13]. 
Thus we determine (x,y)-coordinates for each node of the hierar- 
chy within a Cartesian coordinate system. The graph is then 
mapped onto the surface of a hemisphere. Each point on a sphere 
can be described uniquely by two angles (o , • ). Thus the deter- 
mined Cartesian coordinates can be mapped directly to spherical 
coordinates. 

3.2 Change of Focus 
The objective of change of focus is to enlarge those parts of the 
graph which are in or near the focus region while the size of the 
remaining part is reduced. We implemented a projection in order 
to achieve this and to enable a smooth transition between the fo- 
cus and context region. 

Therefore we compute a ray St from the center of projection which 
is initially located at the origin Po=(O,O,O) through each of the n 
nodal-points Pt (cf. Figure 4a), i.e. the directions of these rays are 
determined by the nodes' initial positions which were ascertained 
by the layout algorithm. In order to change focus the center of 

projection Po can be moved arbitrarily, whereby the directions of 
the rays St are retained (cf. Figure 4 b,c). 

New positions of the graph's nodes are obtained by computing the 
new intersection points of the rays St with the hemisphere. Thus 
the distances between nodes are increased or decreased depending 
on the position of Po. By increasing the distance between nodes in 
the focus area we obtain more space to view the details while 
maintaining context information. As well as moving Po along the 
X, Y,Z-axis, the hemisphere can also be rotated. 

x y x Y x y 

Figure 4a-c: Projection rays before and after moving P0 

Figures 5 and 6 demonstrate change of focus. Figure 5 shows a 
complex hierarchy graph mapped onto a hemisphere. The center 
of projection has been moved in Figure 6 in order to set the focus 
to the marked sub-graph 

4. COMBINATION OF HIERARCHY AND 
MULTI-DIMENSIONAL VISUALIZATION 
Computing hierarchies is a valid method for structuring multi- 
dimensional data and identifying subsets of similar objects. How- 
ever, for further analysis of those subsets e.g. revealing attribute 
values of the data or determining object similarities within a clus- 
ter or at certain hierarchy levels we developed ShapeVis as a new 
technique for visualizing multi-dimensional information 

4.1 ShapeVis 
ShapeVis exploits an enhanced spring model [16] in order to ar- 
range objects according to their similarities. Therefore we place n- 
points Dr, i.e. one point for each dimension of the data set, in an 
equidistant way on a sphere. Small closed free-form-surfaces 
(shapes) are used to depict information objects. Those shapes are 
attached with springs to each of the dimension points Di. The 
locations of the shapes are determined by the spring model, i.e. 
the bigger the data value of a certain dimension the closer the 
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shape moves towards that dimension point Di. The shapes can be 
deformed in the direction of the dimension points Di in order to 
depict attribute values and to solve ambiguities. The size of the 
deformation in a particular direction denotes the data value of that 
dimension. Thus multi-dimensional information objects are de- 
scribed uniquely by location, size and shape of their visual repre- 
sentations. 

/ ; 
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Figure 7: Visualization with ShapeVis 

Figure 7 illustrates this principle. ShapeVis is applied to a car data 
set 2 with 6 dimensions. The objects in the cluster lower left have 
big values with respect to the dimensions MPG and Drive Ratio, 
whereas objects in the upper right cluster have large values with 
respect to the remaining dimensions. The small pictures left and 
right illustrate deformation. 

4.2 Exploring clusters and levels 
Arbitrary subsets of the hierarchy tree can be selected for further 
exploration. 

• Selection of  cluster nodes : We use color to distinguish between 
cluster nodes and object nodes within the hierarchy tree, 
whereby the size of a cluster, i.e. the number of objects is 
mapped to the cluster node's color. All objects of a selected 
cluster are visualized with ShapeVis in a separate display area. 

• Selection of  hierarchy levels : A representative is determined for 

each cluster node which resides at the selected level by calcu- 
lating mean values of the data of all cluster members. ShapeVis 
is used to visualize those representatives and all remaining ob- 
jects at the selected level. 

Figure 8 a-c illustrate the combination of ShapeVis and Magic 
Eye View. The left picture shows a data set 3 of 329 American 
cities with ShapeVis. Exploration of single Shapes is complicated 
due to the dense object cloud. Reducing the size of the objects 
and zooming into the cluster is possible with ShapeVis but makes 
analysis difficult due to the vanishing dimension points. In this 
case it's more meaningful to preprocess the data as introduced in 
section 2 in order to form manageable subsets. 

Figure 8b depicts the hierarchical representation of the data set. 
The graph has been enlarged around the root node. The 4 cities at 
the first level, which do not belong to a cluster, can be detected as 
outliers in Figure 8a as well. 

Figure 8c shows a detail view of the first hierarchy level, i.e. level 
1 has been selected for further exploration. The relations between 
the 4 cities and the 4 clusters, which represent the remaining 
American cities, are revealed by means of location, shape and size 
of their visual representations. 

5. CONCLUSIONS AND FUTURE WORK 
We provide an effective method for analyzing large amounts of 
multi-dimensional data at arbitrary levels of detail by combining 
dynamic hierarchy calculation with multi-dimensional visualiza- 
tion. 

Evaluation of this techniques needs to be performed to determine 
their effectiveness and how to improve the introduced compo- 
nents. In order to apply our system in different application do- 
mains we will enhance the hierarchy calculation. In particular, the 
choice of appropriate similarity measures according to the domain 
needs to be investigated. 

Further work will be done to enhance both of the graphical inter- 
faces. Adaptive labeling of the hierarchy tree depending on the 
current focus area is desirable to avoid visual clutter through 
overlap of object labels. The 3D arrangement problem of dimen- 
sion points in ShapeVis will also be studied. 

~rts 

Figure 8a-c: Combination of hierarchy visualization and ShapeVis 

2 http://lib.stat.cmu.edu/DASL/Stories/ClusteringCars.html 3 http://lib.stat.cmu.edu/datasets/places.data 
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